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ABSTRACT
iii

Most production transmissions today use mechanical devices, such as sprag 

mechanisms (freewheelers), to achieve acceptable shift quality. These devices are 

expensive and often complicate the mechanical design. In a recently synthesized class of 

transmissions, the freewheelers are not present and clutch-to-clutch shift [Leising et al., 

1990], a non-trivial control problem, is required.

In controlling vehicle transmissions with clutch-to-clutch shifts, there are different 

types of uncertainties that the controller has to overcome. The most important ones include 

actuator delay and inconsistency (e.g., clutch fill time), actuator static errors (e.g., clutch 

frictional characteristics), actuator dynamics, plant modeling errors, unknown external 

disturbance, and plant structure variations (e.g., torque-to-speed phase change). These 

important issues are fully addressed in this research. An intelligent robust control system is 

developed to compensate for these uncertainties and achieve consistent and satisfactory 

clutch-to-clutch shifts. In this thesis, emphasis is on controlling the upshift operation.

The major achievements o f this thesis can be summarized as follows:

1. A unique powertrain model for clutch-to-clutch shifts is developed. A checking logic is 

designed to examine the lock-up conditions of the clutches, and different sets of state 

equations are used for different modes of operation.

2. A Hybrid control algorithm consists of a Rule-Based Module and a Sliding Control 

Module is synthesized for controlling the clutch-to-clutch upshift scenario. The Rule-
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Based Module is developed to compensate for the actuator delay and inconsistency in 

the fill-phase and torque-phase o f a shift. The Sliding Control Module is developed to 

compensate for actuator static errors, actuator dynamics, plant modeling errors, and 

unknown external disturbance during the speed-phase operation. In this research, two 

types of output signals are used, namely, output torque and output acceleration (i.e., the 

acceleration after the final drive). Therefore, a torque-based controller and an 

acceleration-based controller are developed.

3. Multiple Surface Sliding Control design method is developed to control systems whose 

control input is not explicitly related to the control output. This scheme is required for 

speed-phase Sliding Control using output torque signals.

4. To estimate the output torque for the output-torque-based Hybrid algorithm, a Neural 

Network estimator is developed to identify the transmission input/output torques and 

the clutch frictional coefficients. Promising results are shown through computer 

simulation. Limitations of this recurrent network approach are also identified.

5. Since estimating output torque using the Neural Network estimator has limitations, 

Hybrid control algorithms based on transmission output accelerations are investigated. 

Two novel acceleration estimation schemes are developed. It is proved that the 

proposed estimation schemes can improve the performance upon any base-line 

estimation from available schemes.

6. It is shown that the proposed estimation schemes provide good estimation of 

acceleration for the Hybrid approach. It is also illustrated that the output-acceleration-
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based Hybrid controller can achieve more robust performance compared to two of the 

most recently developed transmission clutch-to-clutch control schemes.
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1. INTRODUCTION
l

1.1. Background and Problem Statement

Most production transmissions today use mechanical devices, such as sprag 

mechanisms (freewheelers), to achieve acceptable shift quality. These devices are 

expensive and often complicate the mechanical design. In a recently synthesized class of 

transmissions, the freewheelers are not present and clutch-to-clutch shift, a non-trivial 

control problem, is required.

In controlling complex mechanical systems such as vehicle transmissions with clutch- 

to-clutch shifts, there are different types of uncertainties that the controller has to overcome. 

The most important ones include actuator delay and inconsistency (e.g., clutch fill time), 

actuator static errors (e.g., clutch frictional characteristics), actuator dynamics, plant 

modeling errors, unknown external disturbance, and plant structure variations (e.g., torque- 

to-speed phase change). Any one of these uncertainties will alter the dynamic 

characteristics o f the control system and cause the performance to deviate from its expected 

behavior. This will normally degrade the shift quality of the vehicle.

Control theories have been developed in the past to compensate for system 

uncertainties. However, a transmission usually involves a combination o f different types of 

uncertainties, and is too complex to be resolved by applying a single control theory. 

Therefore, it is important to synthesize an integrated system which consists o f the desirable
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features o f several different control laws. This will lead us to the development of a practical 

and robust controller for the highly nonlinear and uncertain vehicle transmission system.

1.2. Objectives and Approach

The main objectives of this thesis are to assess and evaluate the current clutch-to- 

clutch shift algorithms, and to develop an integrated robust control system for vehicle 

transmissions. Since a 1-2 power-on upshift is the most difficult to do in a clutch-to-clutch 

shift operation because the gear ratio change is the most significant, we will be focusing on 

this scenario. The major tasks are identified to be (a) powertrain system modeling, (b) 

current control law assessment, (c) advanced control law synthesis and analysis, and (d) 

performance evaluation. The following Chapters 2 through 6 of this thesis will be 

describing the approach in details.

In Chapter 2, a unique powertrain model for clutch-to-clutch is presented. This 

model includes the engine, the torque converter, the transmission, the driveline, and the 

actuators. A checking logic is designed to examine the lock-up conditions of the clutches 

and different sets of state equations are used for different modes o f operation.

In Chapter 3, a Hybrid algorithm consists of a Rule-Based Module and a Sliding 

Control Module is synthesized. This new approach identifies the fill and torque phases of an 

upshift scenario through monitoring the transmission output torque signal or transmission 

output acceleration signal, and uses the Rule-Based Module to control these two phases. 

The Sliding Control Module is then used to control the speed phase.
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In Chapter 4, a Neural Network estimator is developed to identify the transmission 

input/output torques and the clutch frictional coefficients for the output-torque-based 

Hybrid algorithm. Computer simulations are performed and limitations for practical 

application of this recurrent network are identified.

In Chapter 5, two acceleration estimation schemes are developed for the output- 

acceleration-based algorithm. Both simulation and experimental results are used to examine 

the estimations and demonstrate their performance.

In Chapter 6, the performance of the Hybrid algorithm is demonstrated and 

compared with two of the most recently developed transmission clutch-to-clutch control 

schemes through computer simulations. Finally, conclusions and discussion are included in 

Chapter 7.
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2. POWERTRAIN MODEL
4

2.1. Overview and Assumptions

Powertrain models with locked-up clutches have been derived by Hrovat and Tobler 

[1991]. Tugcu et al. [1986] and Cho and Hedrick [1989] have developed powertrain models 

with slipping clutches. In these previous studies, no scheme was used to identify the locked- 

up status of the clutch and thus cannot completely represent a true clutch-to-clutch shift 

situation. In this thesis, a powertrain model with clutch locked-up checking logic for 

transmission clutch-to-clutch shifts is derived, the following assumptions are made in 

modeling:

(a) Torque converter is locked-up during the shift.

(b) Engine control is not considered.

(c) A first order transfer function is selected to describe the off-going clutch actuator 

dynamics. This model is developed based on curve fitting of experimental data obtained 

in hydraulic actuator tests [Tobler, 1993],

(d) A second order transfer function is selected to describe the on-coming clutch actuator 

dynamics. This model is developed based on curve fitting of experimental data obtained 

in hydraulic actuator tests [Tobler, 1993].

(e) Only 1-2 upshift is considered.
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A schematic of the powertrain model identifying the major components and signals 

used in this project is shown in Figure 2.1. The variables used in the model are described in 

the Nomenclature.

The simulation model consists of two control variables: pressure command to the 

off-going clutch Pdh and the pressure command to the on-coming clutch Pd2. The other 

input is Te (engine indicated torque). The states are defined to be coe (engine angular 

velocity), to/ (transmission upstream angular velocity), ca? (transmission downstream 

angular velocity), (awj  (front wheel angular velocity), (ow (rear wheel angular velocity), Tt 

(transmission input shaft torque), Ts (transmission output shaft torque), V (vehicle velocity), 

Pcl (off-going clutch pressure), Pc2 (on-coming clutch pressure), and P c2 (rate of on­

coming clutch pressure).

There are two major features in this model: (a) it consists of a checking logic to 

determine the lock-up and slipping conditions of the clutches, and (b) it contains different 

sets of equations for different phases of the operation. With these characteristics, the model 

can truly represent a clutch-to-clutch shift scenario. Detailed descriptions of the checking 

logic and the state equations are presented in the following sections.



www.manaraa.com

6

SensorControl Unit

wf

Transmission Driveline
Engine

•wf

wf

Transmission 
Output Shaft

Torque
Converter

Transmission
Hydraulics

Figure 2.1 Schematic of the powertrain system model
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7
2.2. Clutch Lock-Up Logic

For a given i'-th clutch C, and its corresponding gear ratio R, (/= 1,2), the following 

procedure is used to determining the slipping condition and the torque being transmitted 

through the clutch.

(a) If (a2 = R p i  and |TCI\ > | T" |, the clutch C, is locked-up and Tc° is being transmitted. 

Here, T° is the torque level across the clutch when it is locked-up (different for different 

phases o f the shift, see section 2.3 for more details), and Tci is the torque created by the 

applied pressure on a slipping clutch:

Tci =  Pa At li, sgn( &  co, - co 2)

sgn(X)=l  if  X > 0  (1)
sgn(X) = -l i f X < 0

(b) If co2 = Rfai but |r cj| < 1 | ,  the clutch C, is not locked-up since the applied pressure is 

not sufficient to cany the torque transmitted through a locked-up clutch. Here, the torque 

being transmitted is Tcj.

(c) If co2*  Rf.0/, the clutch C( is slipping and Tci is being transmitted.

2.3. State Equations

The model consists of five major parts: the engine, the torque converter, the 

transmission, the driveline, and the actuator. The state equations o f these individual parts 

are derived through Newton's Law and are described in the following paragraphs.
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2,1.1,_ Engine / Torque Converter Model

In this thesis, the torque converter is assumed to be locked-up and is modeled as a 

torsional spring-damper element. The inertia of the torque converter is lumped into the 

engine inertia Ie and the transmission upstream inertia //.

h 6 e = T e -T ,-T fu  (2)

t i = (ct> e _co/) (3)

2J..2,...Transmission Model

The transmission state equations are different at different phases o f operation. For a 

1-2 upshift, three modules are introduced:

(a) First Gear Operation (®2~ R i I Tcl \ > \ T° |, Tc2 = 0)

(/. + h  )<i> i = T, - R, Ru T, + Tju - R, RjT/d (4)

where,

Tci = Pd AtViSgniRtGn-vn)

Tci = Pd Ai P2 sgn(R2to / - a  2) (5)

j,o = Ri R d T s h  + T i h R j  

ci h R i + h

and

Tfu~ C<.(co,-co/) 

T p  = Ci(RdG)2 ■©»/)
(6)

(b) Second Gear Operation (coj = /?2o)/, I Tc, \ > (Tc°21, Tcl =0)

( h  + h  R2) 6 i = Ti - R: Rd T, + T/u-R 2 RdTfd (7)
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where,

.0 _  Ri Rd T th  + T ih R j  
I 2 R 2 + I 1

»r*0 — £\2 K>tl 1 s 11 ' 1 i i 2 i\2 /o\
c2 „ ^  . . W

(c) 1 - 2 Upshift

In this phase, five possible cases are derived based on the slipping or lock-up

condition of the clutches.

Case 1: Off-going clutch locked-up, finite pressure on on-coming clutch 

(0)2 = /?yCO/, \Tc t \ > \T c°,\, Tc2 *0).

(7/ + 12 R2, ) ® , -  Ti - R , R d 7, - V - ^ T d  + T ju - R ,  R d T /d (9)
R2

Case 2: On-coming clutch locked-up, finite pressure on off-going clutch 

(C O ^ G )/ , \Tc2\> \Tc°2\, TcI *0).

( I 1 + I 2 R  2)6 / = T, - R 2 R d T s - V -  Y ) ̂  + 7 V &  Rd T fd (10)

Case 3: Off-going clutch pressure less than lock-up requirement, finite pressure on 

on-coming clutch (<a2 -  R j  <*>/, j Tcl \ < \ T°, |, Tc2 *  0).

h d i i= Ti~Tc]-TC2 + Tju

T d  T c 2 (11)
l2<i>2 = —  +  —  - T s R d - R d TJd 

Ri R2

Case 4: On-coming clutch pressure less than lock-up requirement, finite pressure on 

off-going clutch (w2 = R 2 co,, | Tc21 < | T"2 1, TcI *  0).
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Case 5: Both clutches slipping (to2 *Ri<&i, io2 *  ^ © ;) .

lid ) i= Ti- Tci ~Tc2 + Tfi,

h 62 = —  + —  -T,,Rd-R dTfil 
Ri R2

(13)

where,

Ta) h  + (T i - /2 *  ■)
y'O  ___________Ri_____________________

c1 h R ]  + I ,

( R 2 R i T t - ~ T c i ) /. + (r i  - T c i ) ( h R l )  
0 = __________ Rl____________________

c2 I i R l  + h

(14)

Z

2.3.3. Driveline Model

The driveline is modeled as a linear torsional spring-damper element with its inertia 

lumped into the transmission downstream inertia l2 and the wheel inertia / Hy. Front-wheel 

drive is assumed.

t s = Ks2(Rd(S>2 -fHwf) (15)

Ivjdt vf -  T* - hf Frf + Tf<i (16)

Iwrd>wr = -hrFrr (17)

M hV = Frf + F „ -F a (18)

where,
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F f  =  k , U —
© » / h /

Frr = k 2 ( l - - ^ ~ )  (19)
(Stwrflr

Fa = ksV 2 + h

2.3J-^Actuator Model

A first order transfer function is selected to describe the off-going clutch actuator 

dynamics:

Tc >Pc, + Pc, = P<„ (20)

A second order transfer function is selected to describe the on-coming clutch 

actuator dynamics:

? c2 +  ^ © / . / >c2 +  © n j P c 2 = © « i >rf2. if t > k t cl 
Pc2 = 0i i f  t < &tc2

where Atc2 is the hydraulic fill time.
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3. CONTROL LAW DEVELOPMENT
12

3.1. Issues and Review of Previous Work

The major issues in transmission clutch-to-clutch shift controls are system 

uncertainties from actuator dynamics, delay and inconsistency (e.g., hydraulic fill time), 

actuator static modeling errors (e.g., clutch fictional characteristics), plant parameter 

modeling error, and plant structure variations (e.g., torque phase to speed phase structure 

change). Recent research work has been focused on developing robust control laws to 

compensate for these system uncertainties. Therefore, while transmission control in general 

has been studied by many researchers in the past, we will only be reviewing the most recent 

advances on robust controls for clutch-to-clutch shifts.

Cho and Hedrick [1989] have developed a Sliding Controller to. regulate the 

transmission output speed through controlling the on-coming clutch pressure in the speed 

phase. The off-going clutch pressure command is dropped to zero at the beginning of the 

shift. Based on the Sliding Control Theory, one can design the controller to be robust 

against system parameter errors, provided that the upper bounds o f the errors are known. 

Glitzenstein and Hedrick [1991] recently proposed an Adaptive Sliding Control algorithm 

to compensate for the uncertainties in the clutch frictional characteristics (actuator static 

error), assuming the frictional coefficient is a static parameter. In this approach, they first 

control the on-coming clutch to maintain zero slip of the off-going clutch until the off-going
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clutch pressure is completely released, the Sliding Control is then applied to regulate the 

transmission output speed during the speed phase.

While these studies have good contributions in illustrating the potential of Sliding 

Control and Adaptive Control in attacking some of the problems in transmission controls, 

there are still several critical and practical issues not addressed. Since the fill phase model 

was not used in the control design, no techniques were developed to identify clutch fill or 

the fill-to-torque-to-speed phase change. In other words, the fill time uncertainty was not 

considered in these controller designs, and the on-coming clutch is assumed filled when the 

control command is applied. Since fill time is a function of many factors (such as 

temperature, age, hydraulic arrangement, and mechanical design), this assumption is 

normally not valid. It has been observed in many vehicle road tests that an error in 

estimating the fill time will seriously degrade the performance of a clutch-to-clutch shift. To 

consistently maintain good shift quality, a control law that could compensate for the 

unknown variations in fill time is needed.

Recognizing that the fill time uncertainty being an important problem, Butts, 

Hebbale, and Wang [1991] proposed a Rule-Based algorithm to identify the fill and torque 

phases based on the input and output angular acceleration signals of the transmission. While 

this method is insensitive to the unknown variations in fill time, robustness against plant 

parameter errors and actuator static modeling errors for the speed phase is not guaranteed. 

The scheme needs to be modified to ensure robustness throughout the complete shift 

process.



www.manaraa.com

14
3.2. Proposed Method

Generally speaking, the transmission output torque and/or acceleration signals are 

good indicators of shift quality. From reviewing the previous studies in transmission clutch- 

to-clutch shift controls, it is recognized that a Hybrid Rule-Based Sliding Controller 

(combining the merits o f the Rule-Based approach and that of a robust Sliding Controller) 

could be effective in compensating the fill time uncertainties, as well as the actuator static 

modeling errors, plant parameter modeling error, and plant structure variations.

This new algorithm includes two distinct parts, a Ruled-Based Fill/Torque Phase 

Module, and a Sliding Control Speed Phase Module. The control inputs are PdhPd2 (the on­

coming and off-going clutch pressure commands), and the measurement outputs are Ts or A0 

(transmission output shaft torque or transmission output acceleration), o); (transmission 

input angular velocity), <n2 (transmission output angular velocity), and co r̂ (front wheel 

angular velocity). Depending on the shift quality indicator that we are using, the Sliding 

Control Speed Phase Module can be either based on output torque (section 3.2.2) or output 

acceleration (section 3.2.3). The details of the approach are described in the following 

sections.

3.2.1. Rule-BasedModufe

Referring to Figure 3.1, transmission output torque or output acceleration will be 

used as quality indicator, we can outline the rule-based logic for a upshift scenario as 

follows:
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(a) At the beginning of the shift (time to in Figure 3.1), we specify a fill pressure for the on­

coming clutch, and start ramping down the off-going clutch pressure.

(b) At the end of the estimated fill time (time t|), the on-coming clutch pressure command 

is being ramped up with a given rate. The off-going clutch pressure continues to ramp 

down with the previously specified rate.

(c) Knowing the quality indicator (output torque or acceleration) level at the beginning of 

the shift and the gear ratio, a target quality indicator value for the completion of the torque 

phase can be computed. The initial achievement of the on-coming clutch torque capacity is 

detected (trigger point #1) when the quality indicator drops by a first specified percentage of 

the difference between the initial and target values. At such point (time t2), the reduction of 

the off-going clutch pressure is intensified, but its slippage is limited to a zero value. The 

on-coming clutch pressure continues to ramp up with the previously specified rate.

(d) A trigger point #2 is identified when the quality indicator drops by a second specified 

percentage of the difference between the initial and target quality indicator values. At such 

point (time t3), the off-going clutch pressure command is set to zero. The on-coming clutch 

pressure continues to ramp up with the previously specified rate.

Note that in the above steps (b)-(d), an upper bound of the on-coming clutch pressure 

command will be pre-assigned. This limit is selected to be the estimated pressure level 

required to lock up the clutch. Once the pressure command reaches this upper bound, the 

ramp-up process will stop and the on-coming clutch pressure command will be kept 

constant
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(e) When slip across the off-going clutch is detected (trigger point #3 at time t4), the torque 

phase is considered to be completed, and a Sliding Controller (see next section) is used to 

regulate the on-coming clutch pressure and control the speed phase.

TRIGGER 3
SLIP
ACROSS
OFF-GOING
CLUTCH

TIME
TRIGGER I

TRANSMISSION 
OUTPUT TORQUE 

OR
ACCELERATION

TRIGGER 2

TIME

ON-COMING
PRESSURE
COMMAND

TIME

OFF-GOING
PRESSURE
COMMAND

TIME
tO t l  t2  t3  14

| FILL | TORQUE i SPEED
r PHASE T PHASE T PHASE *

Figure 3.1 Rule-Based control o f 1-2 upshift
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3.2.2. Sliding Control Module - Transmission Output_Torque Based

We will discuss controller design for transmission output torque control in this 

section. An acceleration-based controller will be discussed in section 3.2.3.

A Sliding Controller is developed for controlling the speed phase o f the shift. Given 

the gear ratio and the transmission output torque at the beginning of the shift, we can 

estimate the output torque at the end of the shift. With this information and selecting a 

desired shift time, we can define a desired output torque trajectory (Figure 3.2).

tf Time'o

Figure 3.2 Desired output torque trajectory 

The principle here is to vary the on-coming clutch pressure and regulate the output 

torque to follow the desired trajectory. With the state equations shown in Chapter 2, we 

synthesized the control law to be a two-stage effort with two sliding surfaces because the 

control objective is not explicitly related to the control [Alleyne, 1994].

We define the first sliding surface to be Sj = Ts - T^. To satisfy the sliding condition 

[Slotine and Li, 1991, and Alleyne, 1994],

S i S i -  'Ot/lSyl (22)

We can derive
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That is, a desired transmission output speed trajectory is defined. In order to reduce high 

frequency chatter, we replace the sign (sgn) function with a saturation function as presented 

by Slotine and Li [1991].

We then define the second sliding surface to be S2 ~(a2 - ®2d- To satisfy the sliding 

condition:

S ,S 2 ^ - olAS2\ (24)

We can thus solve for control Tc2 {Pc2),

Td  = Ri [RjTs + RdTfd + hd)2d- h a 2sgn(s2) - — ] (25)
Ri

where, a 2 is the estimated upperbound for uncertainties in the system parameters and 

unknown disturbances. Again, to reduce high frequency chatter, we replace the sign 

function with a saturation function as presented by Slotine and Li [1991].

Although Multiple Surface Sliding Control has been proposed in [Alleyne, 1994], the 

controller performance will be degraded and the system can even become unstable when 

discrete-time control is implemented. A digital Multiple Surface Sliding Control design 

method and sufficient conditions for the performance of convergence are developed and 

presented in Appendix B. In this thesis, continuous Multiple Surface Sliding Control law is 

used. Yet, we have to be aware of the control loop time effect and adopt the digital Multiple 

Surface Sliding Control law when the loop time is sufficiently large.
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3.2,3, Sliding Control Module - Transmission Output Acceleration Based

Given the gear ratio and the transmission output acceleration at the beginning o f the 

shift, we can estimate the transmission output acceleration at the end o f the shift. With this 

information and selecting a desired shift time, we can define a desired acceleration 

trajectory A ^  (Figure 3.3).

Time

Figure 3.3 Desired output acceleration trajectory 

The principle here is to vary the on-coming clutch pressure and regulate the output 

acceleration to follow the desired trajectory. With the state equations shown in Chapter 2, 

we define the sliding surface to be S = A0 - A ^ . To satisfy the sliding condition [Slotine and 

Li, 1991],

S S - • a 3|-S'l (26)

We can thus solve for control Tc2(Pc2),

Tci= fa [h ® 2d + Rd(A0 - Aod)+ R d f# - 1 20.3sgn(S)- — ] (27)
Ri

where, a 3 is the estimated upperbound for uncertainties in the system parameters and 

unknown disturbances. In order to reduce high frequency chatter, we replace the sign (sgn) 

function with a saturation function as presented by Slotine and Li [1991].
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4. TORQUE ESTIMATOR DEVELOPMENT
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4.1. Issues and Problem Statement

To implement the output-torque-based controller, it is clear that transmission 

output torque signals are required. Since direct measurements of torque are expensive, 

estimation schemes are needed to ensure success in implementing the control law.

While many studies have been done in developing estimation schemes [Misawa 

and Hedrick, 1989; Luders and Narendra, 1973; Walcott and Zak, 1987] for states and 

parameters o f dynamic systems, most of them require the system model and uncertainties 

to be completely structured. Some of these methods are also computational intensive. 

Since the transmission output torque model structure could be quite uncertain and the 

clutch frictional coefficient could be state-dependent (instead of a slow-varying static 

parameter), an estimator that requires minimum model information will be more desirable 

for this specific class o f systems that we are interested in.

4.2. Proposed Method

To address the issues mentioned above, an Artificial Neural Network estimator 

based on partially known models is developed. The method is described in the following 

sections.
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4.2.1. Neural Networks Overview

Neural Networks compose of layers of basic processing elements, the so-called 

neurons. A schematic o f a neuron with a commonly used activation function is illustrated 

in Fig. 4.1. The output o f each neuron is a function o f the inputs and bias with adjustable 

weights Wj. Leshno et al. [1993] have shown that any continuous function defined on a 

compact set can be approximated to any accuracy by a two layer perceptron (Figure 4.2) 

with non-polynomial activation functions (such as the one illustrated in Fig. 4.1) and 

proper weightings Wjand V .̂

W:Inpu t
O u tpu t

Bias Activation funcnon

Output = fC L  Wj • Inputj)

Figure 4.1 Neuron

OutputInput

Output = f ( Z W if ( X V i r InputJ))

Figure 4.2 Two layer feedforward perceptron
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4,2.2. Estimator Network Configuration

The Neural Network structure developed consists o f six sub-networks and three 

modules, representing three different training stages: the first gear stage, the torque phase 

stage, and the speed phase stage (Fig. 4.3). The networks will be trained to determine the 

optimal weightings and models. The training procedure is discussed in the next section 

(section 4.2.3).

During operation, the speed measurements will serve as inputs to the networks. 

The functions of these networks are described as follows:

• NN1: Transmission input shaft stiffness estimator

• NN2: Transmission output shaft stiffness estimator

• NN3: Transmission input shaft damping estimator

• NN4: Transmission output shaft damping estimator

• NN5: On-coming clutch frictional coefficient estimator

• NN6: Off-going clutch frictional coefficient estimator

The networks are formulated using the two layer feedforward perceptron structure 

shown in Fig. 4.2 with weightings Wj and V-. The activation function shown in Fig. 4.1 

is used, which is described mathematically as

/ ( * ) =: — <28’1 + exp(-jc)

These network outputs (shaft stiffness, damping, and frictional coefficients) will 

be used to estimate the torque signals through the following equations:
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^ (k  + l) = 7;.(k) + / Bl(<0 f(k )-£ o 1(k),cof(k)).A7’.(co ,(k )-o )1(k)) (29)

7;(k + l) = f f(k) + / n3( /f /o2(k)-fl)w/(k),0^(k))-Ar-(^a>2(k)-fflw/(k)) (30) 

^ , ( k) = /n3(®e(k)"<Bi(k)Ja)ir(k))-(coe(k)-cD ](k)) (31)

^ / ( k) = / „ 4 ( ^ 2 ( k ) - G>w/(k)>®w/ ( k) ) - (^ /o 2(k ) -© ^ (k ) )  (32)

t l(k) = / n6(ffll(k))w2(k))/ >cl(k ))- /,cl(k) (33)

£ 2(k) = / nS(co,(k),o)2(k),Pc2(k))-.Pf2(k) (34)

Here f ni (•) is the output o f the i-th network and AT  is the computer loop interval. The A 

symbols indicate that the torque signals are estimated.

4.2.3. Estimator Training:Procedure

To train the estimator initially, test shifts are conducted and the measured speed 

signals are used as training signals. The network will be retrained after each regular shift 

while always keeping the optimal set of weightings. The procedure is outlined in the 

following paragraphs.

There is a total of three training stages. The speed-torque relationships in each of 

these stages are represented by the following equations:

(a) First Gear Stage (off-going clutch locked-up and on-coming clutch not filled)

tn 1(k + l) = <»1(k) + (7 :(k )-^ J? rff i(k) + 7)il( k ) - JR1/?(/f jE/(k))-A7’/ ( / 1+ / 2/?12) (35)
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(b) Torque Phase Stage (off-going clutch locked-up and on-coming clutch filled)

<5,(k +1) = <0 ,(k) + ( f t k ) -  «, Rt {t,Qt) + + t*(k ) -  (1 -

m  (36)

(c) Speed Phase Stage (both clutches slipping)

u X k + D - o . f k J + r a w + f ^ k j - t t k J - ^ C k B - A r / / ,  (37)

<3 2(k + 1) = oi ,(k) + (■~  f„(k) + -1  ft!(k) -  X j , (  k) -  R ^ k ) )  - a t / I ,  (38)
K i 2 /

The relationships of these stage equations and the six networks axe illustrated in 

Figure 4.3. Figure 4.4 presents the overall flowchart o f the training process.

During the first stage training process, the vehicle is in first gear. The angular velocity 

training signals are input into NN1 through NN4 to estimate shaft stiffness and damping 

functions. The torque signals are then estimated using equations (29)-(34). Through the 

first stage equation (35), the transmission input velocity do, is estimated. A training 

method based on Delta learning rule [Zurada, 1992] is then employed to tune the 

weightings in the networks NN1 through NN4 to minimize the differences between to, 

and <S,. A summary o f how the Delta rule is used is illustrated in the Appendix A.

After NN1 through NN4 are trained, we will continue to use the first gear model 

equation (35) to estimate the transmission upstream angular velocity until we see the 

difference between the estimated and measured velocity starts to increase and exceeds a 

preset value (Check 1 in Fig. 4.4 and Fig. 4.5). This indicates a significant change of the 

model has occurred. In other words, the torque phase model equation (36) should be used,
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and the second training stage begins. A similar process with the Delta learning rule is 

carried out to tune the weightings and train NN5.

The last stage is triggered when the off-going clutch starts to slip (Check 2 in 

Fig.4.4 and Fig. 4.5). In this stage, the speed phase equations (37)-(38) will be used to 

derive the estimated velocities from the estimated torque. Again, a similar process with 

the Delta learning rule is used to tune the weightings and train NN6.

4.3. Simulation Results

To examine the performance o f the estimator, computer simulations are carried 

out on the model described in Chapter 2. The parameters used in the analysis are shown 

in Table 4.1.

The training error E, transmission output torque Ts estimation error, and 

transmission input torque 7) estimation error for the stage 1 training are illustrated in 

Figure 4.6. The training error E, and on-coming clutch torque Ta  estimation error for the 

stage 2 training are illustrated in Figure 4.7. The training error E, and off-going clutch 

torque Ta estimation error for the stage 3 training are illustrated in Figure 4.8. It is shown 

in these figures that the training error decreases as training cycles increase at the 

beginning and reaches a minimal point.

A shift conducted by the Hybrid approach controller combined with the Artificial 

Neural Network estimator after training is simulated. The transmission output torque for 

the ideal case (know torque signals exactly) and the shift conducted by the Hybrid 

approach controller combined with Artificial Neural Network estimator are illustrated in
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Figure 4.9. It is shown that the performance is close to the ideal case with perfect 

knowledge of the torque signals.

Table 4.1 Variables Used in Simulation

* I 6.045 &sl 1399 Nm/rad

A 2 6.045 KS2 6221 Nm/rad

Ce 41.97 Nm/{rad/sec) Mh 1644 Kg

Q 186.63 Nm/(rad/sec) Rl 0.3609

V 0.31 m R2 0.6481

hr 0.315 m Rd 0.288

h 0.05623 Kg nfi Te 102.721 Nm

h 0.03668 Kg nP- N 0.17 + 0.0000 l{w; - w2/R])

4 0.1995 KgnP- V-2 0.17 + 0.00001 (wy - w2/R2)

V 0.8822 Kg nP- *cl 0.025 sec

Aw 0.8822 Kg m* wn 8 Hz

ki 178000 V 0.7

k2 178000 V &c2 0.3 sec

k3 0.38079 N/(m/sec)2 AT 0.016 sec

k4 110.5825 V



www.manaraa.com

<*>e(k)
(coe -ci)])(k>

(/fd<a2 - c » w/)(k>

« > w /(k )

>

® e ( k )

( c O g - c o j X k )

tfyG>2 - © w/)(k)
® w / ( k )

Pc 2(k)
Co x( k ) 

a>2(k )

^ i ( k )
co^k)

co2 (k)

NN4 k

Torque
Estimator

J l

A

Tc2

© ,( k + l )

co ^ k + l)  G>2 ( k + 1 )

Torque
Phase
Stage

Processing
Unit

Speed
Phase
Stage

CD

Weighting Tuning
( k + 1 )

co2 (k + l )

Figure 4.3 Schematic of Neural Network to
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Figure 4.4 Neural Network training flowchart
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Figure 4.7 Stage 2 Training Error E and Tc2 Estimation Error
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Figure 4.8 Stage 3 Training Error E and Tci Estimation Error



www.manaraa.com

T
O

R
Q

U
E

(N
-M

)

33

Ideal Case ( ), and Integrated with Neural Network (...)

500 r

1.20.6 0.8 1.4 1.61
TIME(SEC)

Figure 4 .9  Transmission Output Torque for Ideal Case and the Hybrid Approach 

Combined with Artificial Neural Network Estimator
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4.4. Discussion
34

With the simulation result shown in Figure 4.9, Neural Network appears to be a 

promising approach for transmission clutch-to-clutch shift control. However, practical 

applications of the Artificial Neural Network estimator are limited by the following 

issues:

(a) Partial system dynamics must be known for the training. Since the estimator 

incorporates with partial system dynamics (see section 4.2.2), the performance will be 

degraded if  the partial system dynamics incorporated are not correct.

(b) Three stage training degrades the performance. The estimator must be trained through 

three different stages to model the transmission dynamics during the 1-2 shift. This 

will degrade the performance since the modeling error will propagate through the 

training stages.

(c) High sampling rate of signal is required to use discrete-time Neural Network to model 

continuous system. The transmission system is modeled as a discrete system using 

zero order hold. If the sampling rate o f the data is not high enough, the identified 

discrete-time model based on the minimization of the training error will be quite 

different from the real system [Sinha and Rao, 1991].

(d) High precision speed sensors are needed. The sensitivity of the sensors will affect the 

performance o f Check 1 and Check 2 (see section 4.2.3), which are used to identify 

the structure changes (first gear stage and torque phase, torque phase and speed 

phase). Fault detections of the phases will result in mistakes in the training process.
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(e) High computation power is needed for the training of recurrent network [Bengio, 

Simard, and Frasconi, 1994]. Since the Artificial Neural Network estimator is a 

nonlinear system, the tuning of the weightings may be trapped in local minima, 

especially for a multi-input-multi-output system. Random optimization technique is 

needed to train the network and this requires a great deal o f computation power.

From the above discussions, we recognize that applying Artificial Neural Network 

in an automotive transmission system environment is not practical due to its limitations. 

Therefore, another approach using transmission output acceleration as the quality 

indicator is investigated and presented in Chapter 5 and Chapter 6.
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5. ACCELERATION ESTIMATION SCHEME DEVELOPMENT

5.1. Issues and Review of Previous Work

To implement the acceleration-based controller, the transmission output angular 

acceleration signals are required. Since direct measurement o f such signals is not feasible 

and measurements o f the vehicle longitudinal acceleration are usually severely 

contaminated by noise, schemes are needed to estimate the acceleration with measurable 

angular velocity signals. In other words, we want to estimate the derivatives of a 

measured signal.

Previous research on this subject can be summarized into four major areas: curve 

fitting method, frequency domain approach, adaptive tuning approach, and Kalman filter 

approach.

In the curve fitting approach, a cost based on assumed functions of the measured 

signal (such as velocity) is defined and minimized, then the derivative (such as 

acceleration) is calculated analytically from the assumed functions. Orthogonal 

Chebyshev polynomial was studied by Zemicke et al. [ 1976] and Pezzack et al. [1977]. 

Cubic spline has been used by Zemicke et al. [1976], Hutchinson and Hoog [1985], 

Soudan and Dierckx [1979]. Quintic spline has been used by Wood and Jennings [1979], 

There is a trade-off between the infidelity to the data and the roughness o f the estimated 

solution for this approach. It has been reported by Lanhammar [1982a, b], Graven and
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Wahba [1979], Golub et al. [1979], Wahba [1985], Ansley and Kohn [1987], and Kohn 

and Ansley [1987] that the choice of the functions can be very critical.

In the frequency domain approach, measured data is first filtered and finite 

difference method is then used to estimate the derivative. Low pass HR filter has been 

studied by Pezzack et al. [1977], low pass FIR filter has been used by Lesh et al. [1979], 

and central finite difference method was adopted by Harrison and McMahon [1993]. The 

main drawback of this approach is that it is impossible to reduce noise without distorting 

the signal.

In the adaptive tuning approach, adaptive filter is used to cancel the noise or to 

restore the signal. Adaptive restoring method has been used by Zeidler et al. [1978], 

Bershad and Feintuch [1980], Widrow and Steams [1985], Friedlander [1982], and 

Heinonen et al. [1984], where only signals from AR, HR, or FIR filters can be used. 

Adaptive noise cancellation has been studied by Abutaleb [1988], and Widrow and 

Steams [1985]. A reference signal which is uncorrelated with the signal but is correlated 

with the noise is needed for adaptive noise cancellation. For real-time clutch-to-clutch 

shift control, it is not possible to generate such a reference signal.

Kalman filter designed based on augmented state equations has been presented by 

Ramachandra [1987], Belanger [1992], Speyer and Crues [1987], Fioretti and Jetto 

[1989], Fioretti and Jetto [1986], Jetto [1985], Jetto [1987], Palival and Basn [1987], 

Gibson et al. [1988], Gibson et al. [1991], Tugnait [1985], and Hebbale and Ghoneim 

[1991]. An off-line fixed-lag Kalman smoother was studied by Fioretti and Jetto [1994].
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High order dynamics o f the system are neglected, and treated as white noise uncertainties. 

Therefore, the optimality o f the estimation cannot be rigorously guaranteed.

Form the above review, it is recognized that all the current schemes are either not 

applicable to real-time transmission control systems or the estimator performance cannot 

be guaranteed. Since consistent good acceleration signals are critical to the success of 

clutch-to-clutch shift controls, more studies and better methods are needed. The major 

content o f this Chapter is to present two new schemes that do not have the shortcomings 

o f the previous methods, can guarantee performance, and can be easily implemented for 

transmission controls. The proposed methods can also be used as schemes to improve 

upon results from any existing estimation algorithm (such as the filtered finite difference 

approach or the Kalman filter estimator).
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Figure 5.1. Schematic of acceleration estimation with feedback controller
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Figure 5.2. Schematic of acceleration estimation with feedback adaptive filter
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5.2. Proposed Methods

Two acceleration estimation schemes with feedback action are developed. As 

shown in Figure 5.1 and Figure 5.2, v+w is the measured angular velocity signal (v is the 

true velocity, w is noise). A(t) is a base-line acceleration estimation using any available 

estimation schemes (or simply just use x2), g  is an augmented first order low pass filter. 

A(t) is the estimated acceleration, and e(t) is the augmented error. For Estimation 

Scheme A (refer to Figure 5.1), the controller is used to design control signal u to 

compensate for the distortion of the base-line estimation. For Estimation Scheme B (refer 

to Figure 5.2), fic )  is a low pass filter with bandwidth c. The fuzzy bandwidth adapter is 

used to tune the bandwidth c o f the filter /based  on feedback.

Since the first scheme is to compensate for signal distortion and recover the 

signal, it is usually adopted when the base-line signal noise level is acceptable but the 

distortion is significant. On the other hand, the second scheme is to adapt the filter 

bandwidth such that the noise o f the estimated signal is reduced and the distortion is 

acceptable. Scheme B is thus adopted when the base-line signal distortion is acceptable 

but the noise level is significant. The true acceleration signal, the noise, the base-line 

estimation signal, and the control signal are assumed to be band-limited and bounded. 

The design procedures will be described in section 5.2.1 for Estimation Scheme A and in 

section 5.2.2 for Estimation Scheme B.
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5.2.1. Estimation Scheme A
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The general idea of this scheme (see Figure 5.1) is to improve upon the base-line 

estimation through feedback control action. In this thesis, the controller is designed to be 

a fuzzy controller with constant proportional gain. The fuzzy logic is used to create a 

feedback signal fuzzy{e) such that the control signal is smooth (see Theorem C.2 in 

Appendix C). The proportional controller is designed to drive juzzy(e) to zero by 

satisfying some design criterion (see Theorem C.3 in Appendix C). When fuzzyie) 

approaches zero, e(t) will be bounded by some upper bound and the acceleration 

estimation error will be bounded. The design procedure is outlined as follows:

(a) Given the measurement of true angular velocity v with high frequency noise w, signal 

x2 is created through the standard filtered finite difference method with a low pass 

filter g. The bandwidth of the filter should be designed such that x2 is sufficiently 

smooth.

(b) With base-line acceleration estimation A(t) and control u, A and x t are derived. 

Since the controller is not designed to cancel the signal noise, the noise level o f the 

base-line estimation should be acceptable.

(c) With e = x r x2, set up fuzzy(e) to be the feedback signal and control objective. The 

Juzzy(e) is defined using fuzzy logic by considering the level o f the filtered high 

frequency noise such that u is smooth.

(d) With the smooth but distorted base-line estimation, use Jitzzy(e) as feedback signal to 

calculate the control signal u. Use the control signal to compensate for the distortion
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A

and recover the signal v. It can be shown that A -»  v when fuzzy{e) approaches zero 

(see Theorem C.3 in Appendix C).

Before we discuss the controller design in detail, we will describe the logic behind 

this scheme. Some properties o f  low pass filters are introduced first.

Remark 5.1. From Lemma C.4 (see Appendix C), we can see that (1) For wide 

bandwidth (filter bandwidth vs. input signal frequency band) first order low pass filters, 

large output implies that input signal is large, and (2) For narrow bandwidth first order 

low filters, output will be small even when the input signal is large.

It is well known that feedback control is a widely used technique for robustness 

and performance improvement [Horowitz, 1963 and Cruz, 1972]. However, a measurable 

feedback signal is required and it must be related to the control objective such that the 

control action can be determined from it. In order to apply feedback control to estimate 

acceleration, we need to define a control objective and measurable feedback signal. From 

Remark 5.1, we developed a feedback signal e(t) via the two augmented low pass filters

g. The augmented error, e(t), is large only when the estimation error, v ( t ) - A ,  is large.

By using this approach, we are able to design a feedback controller to improve the 

acceleration estimation.

Controller design is an important factor in ensuring performance of the estimator. 

Since the true acceleration is assumed to be low frequency signal, high frequency control 

signal will degrade the estimation. In order to design a controller with smooth control 

signal, a feedback signal, Juzzy(e), is defined using fuzzy logic.
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Next, we will describe the proportional fuzzy controller design. The membership 

function for fuzzy rules with input $  is shown in Figure 5.3.

Small Big
1.

Figure 5.3. Membership function used for fuzzy rules 

The fuzzy rules for juzzy(e) are described as follows:

is Small(S) => weighting = small weighting
max.

max.
is Medium{ M ) => weighting = medium weighting (39)

max.
is Big(B) => weighting = big weighting

Thus,

Fuzzyie) = (B • big weighting + M  • medium weighting + S  • small weighting) • e (40)

The feedback proportional control output is therefore expressed by:

u = Kp ■ Fuzzy(e) (41)
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With the feedback controller described above, if the low pass filter g  is design to 

satisfy equation (C.40) (see Appendix C), the acceleration estimated using this scheme 

will improve upon the base-line estimation, in the sense that the maximum estimation 

error is reduced.

Remark 5.2. To implement the control u(t) = ~K P • fuzzy(e(t)) using discrete system, a 

modified control can be used to compensate for the control loop time delay At

m = - K F - f i x (42)
at

d\Juz2y (e (t — At))]
w here------------  is evaluated via finite difference.

dt

Remark 5.3. In this proposed estimation scheme, a smooth base-line estimation is used. 

The extreme case is to use zero signal as the base-line estimation, then a great deal of 

control effort will be needed and the convergent rate o f  the performance will be slow.

5.2.2. Estimation Scheme B

The general idea of this scheme (see Figure 5.2) is to estimate the acceleration 

through adaptively tuning the bandwidth of the filter f  The fuzzy bandwidth adapter is 

designed using fuzzy logic with juzzy(e) as input. The juzzy(e) is set up to be the feedback 

signal using fuzzy logic with input e(t). The design procedure is outlined as follows:

(a) Given the measurement o f velocity v and noise w, signal x2 is calculated through the 

standard filtered finite difference method with the g  filter. Design the bandwidth a of 

the low pass filter g  such that x2 is smooth.
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(b) With the base-line estimation A(t) ,  derive A and x t. Since the bandwidth adapter is 

not designed to recover the signal distortion, the distortion o f the base-line estimation 

should be acceptable.

(c) Set up fuzzy(e) to be the tuning signal from e(t) and set up a fuzzy logic to tune the 

bandwidth o f the low pass filter / b y  using fuzzy(e) as input. The fuzzy[e) is defined 

using fuzzy logic by considering the level of the filtered high frequency noise. The 

fuzzy logic for tuning the bandwidth of the low pass filter / i s  designed such that (1) 

the signal distortion and the noise level are acceptable, and (2) when juzzy(e) is zero, 

the bandwidth is a constant. The constant bandwidth is designed such that the level of 

the filtered high frequency noise is acceptable.

Before we discuss the detailed design, we will describe the logic behind this 

scheme.

In order to apply feedback adaptive actions to estimate acceleration, we need to 

define a control objective and measurable feedback signal. As discussed in section 5.2.1, 

e(t) is used as the feedback signal. By using this approach, we are able to design a 

feedback bandwidth adapter to improve the acceleration estimation.

The bandwidth of the low pass filter / i s  first designed to be a constant such that 

the noise level o f the filtered signal is acceptable. The fuzzy bandwidth adapter is then 

used to tune the bandwidth to obtain an estimation with acceptable noise level and 

distortion. In this thesis, it is shown that a better estimation (better than that without
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bandwidth adapter, see Theorem C.4 in Appendix C) can always be achieved using the 

adapter if certain conditions are satisfied.

To implement the adaptive action, noise characteristics have to be known (see 

equation (C.44) and (C.45) in Appendix C). It is usually difficult or even impossible to 

determine these values. It has been proved that fuzzy functions can approximate any 

continuous function [Ying, 1994; Zeng and Singh, 1995]. It is also known that fuzzy 

controller is more robust against parameter errors. In order to implement the adapter 

without knowing the characteristics of the noise, the adaptive action is designed through 

fuzzy logic such that the bandwidth is wide when fuzzy{e) is big and narrow when 

fuzzy(e) is small.

Next, we will describe the fuzzy bandwidth adapter design. The membership 

function for fuzzy rules with input S-, is shown in Figure 5.3. The defining o f fuzzy(e) is 

the same as that described in section 5.2.1. The fuzzy rules for fuzzy bandwidth adapter 

are described as follows:

^ is Small (S) => Bandwidth = small band
maxMe

\fuzzy(e)\
■----------   is Medium(M) => Bandwidth = medium band (43)
m a x ^

is Big(B) => Bandwidth = big band
max

Therefore, the bandwidth b o f the filter h(s) is therefore expressed by:

Bandwidth b = B-big band + M ■ medium band + S • small band (44)
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With the bandwidth adapter as described above, if the conditions in Theorem C.4 

are satisfied, the acceleration estimated using this scheme will always have better 

performance than that without the bandwidth adapter (see Appendix C).

5.3. Results and Discussions

Next, we will examine some examples to illustrate the estimation design. Both 

simulation data and experimental results are used.

5,3,i_Acceleration estimation using speed data from simulation

Example 5.1:

Transmission output speed and acceleration signals generated through simulation 

on the powertrain model described in Chapter 2 are used. A white noise with covariance 

0.22 is added to the transmission output angular velocity signal and used to simulate 

measurement noise. Both schemes will be applied and the true acceleration from 

simulation is used for comparison.

CaseJL:_Scheme A estimation

A low pass filter with bandwidth 5.0 rad/sec is used to filter the speed signal, then 

finite difference is used to estimate the acceleration and the result is used as baseline.

The g  filter is designed to be:

g(s)=5.0/(s+5.0)

The parameters o f the fuzzy rules for fuzzy(e) and the proportional controller are:



www.manaraa.com

48
p, = 0.2, p 2 = 0.5, p 3 = 0.8, maxe = 2.0
small weighting = 0.0, medium weighting = 0.5, big weighting = 1.0 
K p =5.0

The results are shown in Figure 5.4, Acceleration estimated using Scheme A is 

compared with the baseline and the true acceleration. As shown in the figure, the 

proposed scheme can derive smooth acceleration signals with much less distortion 

(comparing to baseline).

Case 2; Scheme B estimation

A low pass filter with bandwidth 80.0 rad/sec is used to filter the speed signal, 

then finite difference is used to estimate the acceleration and the result is used as baseline. 

The g  filter is designed to be:

g(s)=10.0/(s+I0.0)

The parameters of the fuzzy rules for juzzy{e) are:

p , — 0.2, p 2 = 0.5, p 3 = 0.8, maxe = 2.0
small weighting = 0.0, medium weighting = 0.5, big weighting = 1.0

The parameters of the fuzzy rules for the fuzzy bandwidth adapter are:

p, -  0.3, p 2 = 0.5, p 3 = 0.9, maxt = 4.0
small band = 10.0, medium band = 40.0, big band = 200.0

The result are shown in Figure 5.5. Acceleration estimated using Scheme B is 

compared with the baseline and the true acceleration. As shown in the figure, the 

proposed scheme can derive smooth acceleration signals (comparing to baseline) with 

little distortion.
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Figure 5.4 Estimation using Scheme A, base-line estimation, and true acceleration
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Figure 5.5 Estimation using Scheme B, base-line estimation, and true acceleration
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5.3.2 Acceleration estimation using experimental data
50

To evaluate the estimation algorithm with actually measured data, experimental 

effort is performed. A schematic of the experimental setup is shown in Figure 5.6. The test 

stand consists of four major parts: the engine, the torque converter, the transmission, and the 

flywheel with dynamic loading. Two computers are used for engine control, transmission 

control, and data acquisition. The flywheel is used to simulate the vehicle load. 

Transmission output speed and output torque are measured.

Torque
Converter

Engine

Computer

Transmission

\  Pressure

Computer

Speed
Sensor

Torque
Sensor

Flywheel - * Dynamic
Load

Output Shaft

Figure 5.6 Engine-Transmission setup and instrumentation used for speed and 
torque measurement in the test cell

Magnetic pick-up - a (—

Figure 5.7 A schematic of speed sensor
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For the experimental data used in the thesis, speed signals are measured using a 

magnetic pick-up. Refer to Figure 5.7, the pick-up contains a magnet and is mounted on a 

nonrotating frame such that the tip o f the sensor is close to the teeth. As a tooth enters and 

leaves the magnetic field in the neighborhood of the pick-up, a change in the magnetic flux 

is sensed by a coil in the pick-up. These alternating changes in the flux field produce pulses 

in the output voltage of the sensor. The number of pulses observed in a period is the average 

speed of the shaft during the period. The speed can be calculated by dividing the number of 

pulses per unit time by the number o f teeth on the wheel.

Both schemes are used to estimate the acceleration and the results are compared 

with the baseline and the estimation using direct finite difference on the measured speed 

signal. In example 5.3, the results will also be compared with the transmission output 

torque.

Example 5.2:

In this example, the transmission output speed sensor has a 16 teeth/revolution 

resolution and the sampling time is 16 ms. The speed ranges from 50 RPM to 420 RPM.

Case 1: Scheme A estimation

The smooth acceleration signal estimated using finite-difference with a narrow 

bandwidth (below 1 Hz) low pass filter is used as baseline.

The g  filter is designed to be:

g(s)=5.0/(s+5.0)

The parameters of the fuzzy rules for fuzzy(e) and the proportional controller are:
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Pi = 0.3, p 2 = 0.5, p } -  0.9, maxe = 20.0
small weighting = 0.0, medium weighting = 0.5, big weighting = 1.0

K p = 2.0

The results are shown in Figure 5.8 - Figure 5.13. Acceleration estimated using 

Scheme A is compared with the baseline (smooth estimation) and the estimation using a 

direct finite difference (without filter). As shown in these figures, the proposed scheme 

can derive smooth (comparing to the estimation using direct finite difference) 

acceleration signals with much less distortion (comparing to the baseline).

Case 2: Scheme B estimation

The estimation using direct finite difference without filter is used as the baseline. 

The g  filter is designed to be:

g(s)=5.0/(s+5.0)

The parameters o f the fuzzy rules for fuzzy(e) are:

p , = 0.3, p 2 = 0.5, p 3 = 0.9, maxe -  20.0
small weighting = 0.0, medium weighting = 0.5, big weighting = 1.0

The parameters of the fuzzy rules for the fuzzy bandwidth adapter are:

Pi = 0.3, p 2 -  0.5, p 3 -  0.9, maxe -10 .0
small band = 10.0, medium band = 15.0, big band = 50.0

The results are shown in Figure 5.14 - Figure 5.16. Acceleration estimated using

Scheme B is compared with the baseline. As shown in these figures, the proposed scheme

can derive smooth acceleration signals with little distortion.
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Example 5.3:

In this case, the transmission output speed sensor has 69 teeth/revolution 

resolution and the sampling time is 16 ms. The speed ranges from 160 RPM to 760 RPM.
*

Case 1: Scheme A estimation

The base-line signal is derived using finite difference with a low pass filter of 

bandwidth 5.0 rad/sec.

The g  filter is designed to be:

g(s)=5.0/(s+5.0)

The parameters o f the fuzzy rules for fiizzy(e) and the PD controller are:

p, = 0.3, p 2 = 0.5, p 3 = 0.9, maxt = 50.0
small weighting = 0.1, medium weighting = 0.5, big weighting = 1.0
Kp = 5.0, K d = 0.08

The results are shown in Figure 5.17 - Figure 5.20. Acceleration estimated using 

Scheme A is compared with the base-line acceleration estimation and the transmission 

output torque measurement in Figure 5.17 and Figure 5.19. Acceleration estimated using 

Scheme A is compared with the estimation using the direct finite difference method 

(without filter) in Figure 5.18 and Figure 5.20. As shown in these figures, the proposed 

scheme can derive smooth (comparing to the estimation using the finite difference 

method) acceleration signals with much less distortion (comparing to the baseline).
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Case2: Scheme B estimation

The base-line signal is estimated using a filtered finite difference approach with a 

low pass filter o f bandwidth 80.0 rad/sec.

The g  filter is designed to be:

g(s)=10.0/(s+10.0)

The parameters of the fuzzy rules for fuzzy(e) are:

p, = 0.2, p 2 = 0.5, p 3 = 0.8, maxe = 100.0
small weighting = 0.1, medium weighting = 0.5, big weighting = 1.0

The parameters o f the fuzzy rules for the fuzzy bandwidth adapter are:

p , = 0.3, p 2 = 0.5, p 3 -  0.9, maxe = 10.0
small band = 10.0, medium band = 50.0, big band = 100.0

The results are shown in Figure 5.21 - Figure 5.24. Acceleration estimated using

Scheme B is compared with the baseline and the transmission output torque measurement

in Figure 5.21 and Figure 5.24. Acceleration estimated using Scheme B is compared with

the estimation using the direct finite difference method (without filter) in Figure 5.22 and

Figure 5.24. As shown in these figures, the proposed scheme can derive smooth

(comparing to the estimation using the direct finite difference method) acceleration

signals with little distortion.
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Figure 5.8 Estimation using Scheme A and base-line estimation
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Figure 5.9 Estimation using Scheme A and estimation using finite difference
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Figure 5.10 Estimation using Scheme A and base-line estimation
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Figure 5.11 Estimation using Scheme A and estimation using finite difference
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Figure 5.12 Estimation using Scheme A and base-line estimation
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Figure 5.15 Estimation using Scheme B and base-line estimation
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Figure 5.16 Estimation using Scheme B and base-line estimation
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Figure 5.18 Estimation using Scheme A and estimation using finite difference
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Figure 5.19 Estimation using Scheme A, base-line estimation, and 
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Figure 5.20 Estimation using Scheme A and estimation using finite difference
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Figure 5.21 Estimation using Scheme B, base-line estimation, and transmission
output torque
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Figure 5.22 Estimation using Scheme B and estimation using finite difference
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Figure 5.24 Estimation using Scheme B and estimation using finite difference
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6. CONTROL SYSTEM SIMULATION RESULTS
64

To examine the performance o f the controllers, computer simulations are carried 

out on the model described in Chapter 2. The parameters used in the analysis are shown 

in Table 4.1 unless stated otherwise.

6.1. Hybrid Approach Using Estimated Acceleration

The acceleration-based Hybrid Rule-Based Sliding controller is examined in a 1-2 

upshift scenario. Results from using Scheme A and B are compared with an ideal case 

(known true transmission output acceleration signal). The vehicle accelerations for these 

three cases are illustrated in Figure 6.1. It is shown that the performance of the Hybrid 

controller using estimated transmission output acceleration are very close to that using 

the true transmission output acceleration signals. To further understand the merits of 

using these two estimation schemes, shift controls are performed using the base-line 

estimation in Example 5.1. As shown in Figure 6.2 and Figure 6.3, the performance 

degrade significantly when these base-line signals are used.

6.2. Comparison Study with Other Control Approaches

The Hybrid Approach is compared with two other control methods through 

computer simulation in this section, namely Control Schemes I and II as described in the 

following paragraphs.
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Control Scheme I is similar to the strategy proposed by Cho and Hedrick [1989] 

without the engine control. The off-going clutch pressure will be dropped immediately at 

the beginning of the shift, and the on-coming clutch pressure is used to regulate the 

transmission output velocity through Sliding Control.

Control Scheme II is similar to the method proposed by Glitzenstein and Hedrick 

[1991], but without the engine control and the adaptive action. The off-going clutch 

pressure is dropped with a specific rate at the beginning of the shift, and the on-coming 

clutch pressure is used to maintain zero slip of the off-going clutch until the off-going 

clutch pressure command is zero. The on-coming clutch is then used to regulate the 

transmission output velocity through Sliding Control.

Without fill time uncertainties (ideal case), the vehicle accelerations resulted from 

the different algorithms are illustrated in Figure 6.4. It is shown that the torque phase 

drop and the speed phase overshoot (indication o f shift quality) are similar for all control 

laws. As shown in Figure 6.4, the vehicle accelerations drop to almost the same level of 

that after the shift during the torque phase.

To investigate the effect of fill time uncertainties, the ideal cases are compared 

with the underfilled and overfilled (± 0.1 second error in fill time) scenarios (Figures 6.5 - 

6.8). Under these conditions, the system performance is obviously degraded when 

Control Scheme I or Control Scheme II is used (Figures 6.5,6.6). As shown in Figure 6.5 

and 6.6, the vehicle accelerations drop to a level of less than 50% of that after the shift 

during the torque phase. However, the Hybrid Rule-Based Sliding Control still produces 

consistent and acceptable shift quality (Figure 6.7, 6.8). The pressure commands (Pdh
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Pd2) and the actual pressures (Pcl, Pc2) for the overfilled, underfilled, and ideal cases are 

illustrated for the Hybrid approach in Figure 6.8, 6.9. It is shown in these figures that the 

rule-based trigger mechanism is effective in detecting the fill and torque phases, and the 

Hybrid approach is therefore much less sensitive to the fill time variations than the other 

two schemes.
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Figure 6.1 Vehicle acceleration during a 1-2 upshift using Hybrid approach with 

true acceleration and with acceleration estimated using the proposed schemes
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Figure 6.2 Vehicle acceleration during a 1-2 upshift using Hybrid approach with 

true acceleration and with the base-line estimation of 

Estimation Scheme A in Example 5.1
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Figure 6.3 Vehicle acceleration during a 1-2 upshift using Hybrid approach with

true acceleration and with the base-line estimation of 

Estimation Scheme B in Example 5.1
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Figure 6.4 Vehicle acceleration during a 1-2 upshift using Control Scheme I, 

Control Scheme II, and Hybrid approach with true acceleration 
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Figure 6.6 Vehicle acceleration during a 1-2 upshift using Control Scheme II
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Figure 6.7 Vehicle acceleration during a 1-2 upshift using Hybrid approach with 

acceleration estimated using Estimation Scheme A
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Figure 6.8 Vehicle acceleration during a 1-2 upshift using Hybrid approach with 

acceleration estimated using Estimation Scheme B
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Figure 6.9 Clutch pressure commands (Pd!, P^) and actual pressures (Pcl, Pc2) 

during a 1-2 upshift using the Hybrid approach with acceleration 

estimated using Estimation Scheme A
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Figure 6.10 Clutch pressure commands (Pdl, P^) and actual pressures (Pcl, Pc2) 

during a 1-2 upshift using the Hybrid approach with acceleration 

estimated using Estimation Scheme B
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7. CONCLUSIONS AND DISCUSSIONS
73

The achievements o f this research can be summarized as follows:

1. A unique powertrain model for clutch-to-clutch shift is developed. This model includes 

the engine, the torque converter, the transmission, the driveline, and the actuators. A 

checking logic is designed to examine the lock-up conditions of the clutches and 

different sets of state equations are used for different modes of operation. This model 

can truly represent a clutch-to-clutch shift scenario.

2. A Hybrid controller combining the merits of a Rule-Based controller and a Robust 

Sliding Controller is developed for the transmission clutch-to-clutch shift control. The 

Rule-Based Module is used in the fill and torque phases to compensate for the 

actuator delay and inconsistency, and plant structure variations. The Sliding Mode 

Control Module is used in the speed phase to compensate for system modeling errors 

and external disturbances.

3. For the output-torque-based Sliding Control Module, Multiple Surface Sliding Control 

is used. Discrete-time implementation becomes an important issue when the control 

loop frequency is small relative to the system response frequency. A discrete-time 

Multiple Surface Sliding Control design method is developed for this kind of systems.

4. A Neural Network estimator is developed to identify the transmission input/output 

torques and the clutch frictional coefficients with speed signals as inputs. Promising 

results are shown through computer simulations. Limitations for practical application of 

this recurrent network are also identified.
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5. Two acceleration estimation schemes are developed. It is proved that the proposed 

schemes can improve upon any base-line estimations and the lowest upper bound of the 

estimation error can be guaranteed. It is shown that these two schemes are very 

effective through the analysis of experimental data.

6. It is shown that (a) the proposed estimation schemes provided the Hybrid approach with 

good estimation of acceleration, (b) the acceleration-based Hybrid controller can 

achieve more robust performance comparing to two of the most recently developed 

transmission clutch-to-clutch control schemes.

Although this research presents good achievements, there are several issues worth

studying further:

1. While the simulation results of the proposed Hybrid approach for the transmission 

clutch-to-clutch shift control are very promising, experimental validation of this 

approach will be valuable.

2. In the proposed acceleration estimation schemes, augmented first order low pass 

filters are used. The feasibility of using higher order or other types of low pass filters 

to enhance the performance should be studied.

3. In the developed acceleration estimation schemes, off-line tuning is used to choose 

the parameters for the fuzzy rules and controller. To advance the technology, learning 

methods [Chang, 1994; Wang et al., 1995] can be developed to on-line tune the 

parameters adaptively.
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In the current Rule-Based Module, the trigger points are tuned off-line. Learning rules 

that can adjust trigger points adaptively should be explored to further enhance the 

robustness o f the controller.
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APPENDIX A. DERIVATION OF NEURAL NETWORK TRAINING

ALGORITHM

To illustrate the learning rule for training the network and determining the optimal 

weightings, a two layer feedforward network cascaded with a partially known system 

model (Fig. A .l) is used.

Partially
Known
System
Model
g(Y)

O u tputInput U

Figure A.l Two layer feedforward Neural Network cascaded with 

partially known system model 

Refer to Figure A .l, given N pairs of training input / training output for the 

network, the weightings V and W are tuned such that the sum of the weighted square 

difference (error) between the output and the training output is minimized. The output are 

computed from the stage equations (35)-(38). The equations are described as follows:

X .(p) = / ( I V ijU j(p))
1 j

i ; ( p ) = / ( i w niix i(p))
i
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Output k (p) = g k(r(p)) 

where p = 1 .. N and the activation function fttiet) is described by

/  (net) = -----------------
1 + exp(-rter)

and

/ '(n e t)  = ~ f(n e t) ( \~ f(n e t) )

The error function is defined to be

N
E = X X M p ) -(Output k (p ) -  Training Output k (p))2

p=I k=l

where \(p )  -------  is the weighting function.
1 + 0.02 x p

The objective again is to minimize E by tuning W and V.

By using the Gradient Descent method [Zurada, 1992], we can derive

6E = X X*(p) ■ (Outputk (p) -  Training Outputk(p)) •
a w .,  °  ^  a w mi

= X X M P )-(Output k (p) -  Training Output k (p))• X  
P-ik-i m o Ym(p) 3 w ai

p*l fc«l 1 ra P Ym(P)

= X X M p ) ' (Outputk(p) -  Training Outputk(p)) •
°  v ij p-i k-i o  Vy

= X X Mp) • (Output, (p) -  Training Outputk (p)) • £
p-l k-l m eYm(P) PVy
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= X X M p )  • (Outputk(p) -  Training Outputk(p)) • £  WmiX i( l - X j )U =
P"l k“I m ^  Ym (P)

The updating of weighting can therefore be derived as follows 

V - V I  ~ q •Vjjlw» - Vjjl.u U

3 EW - W I — avvmi vvtnil°w w 6 W  ■TTmi



www.manaraa.com

84

APPENDIX B. DISCRETE MULTIPLE SURFACE SLIDING CONTROL

B.l. Introduction and Problem Statement

Most of the researches on Sliding Control are on the design methods with only 

one sliding surface. The order o f the surface depends on the relative degree of the systems 

where the relative degree is defined to be the order of the differentiation of the output 

required to obtain an explicit relationship between the output and the control input 

[Alleyne, 1994]. To control systems with high relative degree, such as in the transmission 

torque control example, high order derivatives of the output are needed.

In this Appendix, we will consider a class o f systems with relative degrees 

greater than one

*m+l >'"x n)x2 + E lh l ( x l , . . , x n )

x i = f i(xi, .. ,x i,x m+l,...xn) + g i(xl, . . ,x i,x m+l,...xa)xi+{ + e ihi(xt,...xn) (B.l)

“  fm (^1 >” > >  ̂ m+l >■"• ) ̂ " >*1 ’ >*"*n

* N = F ( * N) + G(JTN)-r  (B.2)

where = [xm+.....xn]T and X m = [x, ,..,xm]T are the state vectors, r is the plant input,

F, G, f { s, and g /s  are nonlinear functions o f states, and h ’s represent the system



www.manaraa.com

85
uncertainties. The goal is to design a control u such that x t will track a desired output 

trajectory xld.

In this Appendix, we consider a system composed o f a continuous plant and a 

discrete-time controller. A design method for the digital controller using the Multiple 

Surface Sliding Control approach is developed. Sufficient conditions for implementing 

the proposed method and sufficient conditions for convergence of the tracking error are 

derived.

B.2. Discrete-Time Multiple Surface Sliding Control Design

Traditional sliding mode control design for systems with relative degree m greater 

than one usually requires a sliding surface with (m-l)th derivatives of the control output 

and desired trajectory. This will need estimations o f the (m-l)th derivatives of the control 

output and desired trajectory. It is usually not easy or even possible to measure high order 

derivatives of output. Estimation of that using observable data is not accurate because the 

observed data is usually corrupted by noise. Multiple Surface Sliding Control design is 

another approach to achieve the control objective by satisfying m sliding conditions. For 

continuous system, many research results have been reported on this topic. However, 

discrete-time control for systems with relative degrees greater than one is still an issue to 

be investigated. In this section, we will design sliding surfaces and discrete-time control 

law based on the Bounded-Input-Bounded-Output (BIBO) criterion.
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First, let us introduce the concept of 8 - regulation.

Definition B.l (Freeman and Kokotovic, 1993). For a given 8 > 0, if  the trajectories of 

the states in equations (B .l) and (B.2) are globally uniformly ultimately bounded with 

respect to a compact residual set Q € R n satisfying x  e f l  => |x,J <, 8 , then the system is 

call 3 - regulated.

We introduce the following assumptions for the system in the form of equations 

(B.l) and (B.2)

* I Aj?-a) The estimated system dynamics gf * 0 and I—
Si

< C j< l ,  V i = l . .m ,  where

Ag = g{-  gj and C{s are positive constants.

b) The subsystem (B.2) is BIBO and input r is bounded.

c) i ,  is piecewise continuous.

It is worth noting that the above statement (a) means that the control direction is known 

and statement (c) means that the desired trajectory doesn’t have jump discontinuity.

Before we introduce the design method, we will establish the condition for 8 - 

regulation and the results will be used for the controller design.

Lemma B .l: If  S(t)  satisfies the following conditions [Wang et al., 1994]

(a) S (l„) ( [  S, W )  < - I  ( (  S, m ? , V S(tk) > 8,
2

fk+, > f > / k.

(b) - S ( t k) -  8 < £  i ,  (t)dt < - S ( t k) + 8 , V S(tk) <5, tM > t > t k 

then there exists some /p such that \S(t)\ < 5 ,  V t > tp.
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Next, we will describe the discrete-time controller design procedure. With the 

desired output trajectory, the desired regulation bound, and the control loop time, we need 

to design (m-1) desired trajectories for some of the states to form m sliding surfaces. The 

saturation function, the boundary layer, and the control gain are designed such that once 

the j-th  tracking error is within the boundary layer, the (j-l)th sliding condition will be 

satisfied. Finally, the control input is designed to satisfy the m-th sliding condition.

Discrete-Time Multiple Surface Sliding Control design procedure

Given a desired trajectory x,d and desired upper bound 5 , of the output tracking 

error, the goal is to design the control u such that x, will track xId. The first sliding 

surface is directly set up as S, = x, -  x,d.

Next, we will describe the procedure to set up (m-1) sliding surfaces = x i -  xid 

and desired trajectory Jtid for / = 2 ... m. We will also design sliding control gain k-, 

boundary layer 8 , ,  and saturation function a  j , for i = 1 ... m. The following m-iteration 

five steps design procedure is used to synthesize the robust discrete-time control:

Step 1. Choose non-decreasing saturation functions a  j satisfying a j(0 ) = 0. These 

functions should be smooth such that chatter of the response and control signal can be 

avoided.

Step 2. Estimate derivative o f the i-th desired trajectory xid and the upper bound of the

 ̂i_
change of the rate o f the desired trajectory, 5 n, such that xid -  xid < Bu , /k+1 > t > t k .
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Step 3. Estimate the upper bound of the change of the rate o f the trajectory, B2„ such that

|* i -* ik| < * a .  'k+i

Step 4 . Estimate the upper bound of the system dynamics uncertainties and external

noise, S3i, such that 4*“+M,1+%(**,-/.‘l
Si

< B y„ where Af-, = f , - f

Step 5. Determine the boimdary layer for (i+l)th sliding surface, 8 i+l, such that

5 l 1
At

5; 1

> + + B,, +|g?8 ,„|) V i = 1 .. m - 1

(Bu + B2i +B3i) V i = m
(B.3)

If equation (B.3) cannot be satisfied by choosing 8 j+1, then 5!-regulation cannot be 

achieved. A bigger upper bound 5t or a smaller control loop time At is needed. If equation 

(B.3) can be satisfied, then determine control gain k, and desired trajectory xi+l d for 

(i+l)th sliding surface such that if i <m

 l----------[A- + By- + By, + ig'S i+I|l <k;<(l-CiJô SijL 11 21 31 |6' 'M|J 1
1

(l + q j a .G , )

(B.4)

(B.5)

and if  i = m

1
( l - C m)c7m( 5 J [5 ln,+ 5 2m+ 5 3ra] < ^  <

1

0  + Cm) a ra(5 m)L A/

25
B]m B2m Bim

(B.6)
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« = T-[£»d“ *m <*»(0-/« ] (B'7>

where x k = x(fk) and “A” indicates estimated values.

Next we will show that design step 5 can be achieved if and only if  equation (B.3) is 

satisfied.

In order to calculate k- in design step 5, the following equation must be satisfied,

+ « .  + 4  + I«.!‘8 w | ) < ^ ( ^ - 5,1 -« » -■ %  - |* X i | )  (B.8)

we can verify directly that the above equation can be satisfied if and only if the following 

equation can be satisfied,

Following the controller design procedure, the convergence condition (a) in 

Lemma B .l will be satisfied, that is, the (j-l)th sliding condition will be satisfied if j-th 

tracking error is within the boundary layer. Next, we will describe the sufficient condition 

for the satisfying of convergence condition (b) in Lemma B .l. In Theorem B .l, it will be 

proved that if  the stated sufficient condition is satisfied, then the system described by 

equations (B .l) and (B.2) will be “6 - regulated” with the designed discrete-time 

controller.

Theorem B .l. Consider the system described by equation (B .l) and (B.2) and the control 

designed from the design steps, if the following conditions are satisfied

- J - > ^ V j , e l-S j.S j] , i = ! ..m (B.9)
A/ OS: J
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then there is some t p such that |x, (/) -  xld (/)| < 8 ,, V / > tp, where At is the control loop

time and 5, is the desired bound of the output tracking error.

Proof:

Using equation (B.l), (B.2), and controller design step 5,

$  = “  *id = (** -  *u ) + (*<- x - ) + ( ia  -  i jd)

= -*iO,(*,*) + A/ik + Ag-xll4 + g X i  + (*i -* !“) + (*u “ *id)

= -(1 + i(if) + K  + e - /')] + *X + (*, - if) + (i5 - i,„)
f t  Si

From controller design step 2, step 3, step 4, and above equation,

-(1 + , ( if  ) + g X ,  -  B„ -  a* -  S 3, < S, <
8i (B.10)

-  (1+ , (sf)+gfsf, + s„ + + a,,
f t

Next we will show that with control designed from the design steps, the system 

described by equation (B .l) and (B.2) will be - regulated if condition (B.9) is satisfied. 

Three different cases are discussed for three different situations of the sliding surfaces:

|5Tik|> 5 j , <0

From controller design step 5 and equation (B.10),

0 S -(1 + , ( j f ) + g fS f, -  B„ -  < S,
f t

< -(1 + , ( if  ) + g .X ,  + B„ + £ -2  3 l
f t

Integrating above equation,
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0 < f  $(T)tfc < - 2 S k

£^8£B ,lS1k+l| ^ 8 l+I, |S lk|> 5 i , S lk > 0

From controller design step 5 and equation (B.10),

-2  £  < -(I  + , ( . ‘ ) + g X ,  -  S„ -  « .  -  S„ < S,
A/ gi

< -(1 + ,(s,k) + g X ,  + B„ + + a ,  S 0

Integrating above equation,

-2 S ‘ < | s i(x )d r< 0

Cass-C. |s j t , | s 8 w , |S,k| s 6 |

From controller design step 5 , equation (B.10), (B.3), and (B.9),

 ̂- d+ ) + « X  - 4, - s s.
S  - ( 1 + . ( * ? ) + g X  + B,i + B, i + S„  <

g s A/

Integrating above equation, we will get that

- S k - 5 ;  <  [  S;(r)dx < - S k +B;

From above discussions and Lemma B .l, (j-l)th sliding condition will be satisfied if j-th 

tracking error is within the boundary layer, that is, Is^l —> 5 j if  Is^J < 6 i+, . Also from
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controller design step 5, the m-th sliding condition is satisfied, that is, | -»  8 j . Using

induction, there is some tp such that [S’, (/)| < 5 , for t > tp.

Lemma B.2: The condition (B.3) can be rewritten as follows,

— > T ~ ( r i T ^ r X r i k | X Z > ^ v<l = 1"m f®'1')n=n 1 n n=n »p=q * p=q

Proof:

(Omitted, it can be verified directly from condition (B.3))

Rem ark B .l. Conditions (B.3) (or (B .ll)), and (B.9) indicate that for continuous-time 

system, using continuous control can achieve 8 - regulation for any non-zero bound 8. 

However, with discrete-time control, when the system changing rate or uncertainties are 

large, the control loop time needs to be significantly small to preserve the tracking 

performance.

B.3. References

Wang, W. J., G. H. Wu, and D. C. Yang, “Variable Structure Control Design for 
Uncertain Discrete-Time Systems,” IEEE Trans. Automatic Control, AC-39, pp. 99-102, 
1994.
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APPENDIX C. ACCELERATION ESTIMATION SCHEMES

In this Appendix, theorems for the proposed acceleration estimators are derived. 

The Estimation Scheme A shown in Figure 5.1 will be discussed in Theorem C.3. It is 

proved that the maximum estimation error is bounded and the estimation will always 

improve upon the base-line estimation if  certain condition is satisfied. The Estimation 

Scheme B shown in Figure 5.2 is described in Theorem C.4. It is proved that the 

estimation with the bandwidth adapter will always be better than that without it if  certain 

conditions are satisfied.

The following derivations in this Appendix will be derived based on the 

expression o f signals in Fourier series. The approximation property of Fourier series is 

introduced in Lemma C .l. Some properties of first order low pass filters are discussed in 

Lemma C.2-C.4.

Lemma C.l. If  x(t) e  C l(T), its Fourier series, £  converges uniformly to x, where 

C"(T) = |x(/)| t e  T, x(t) is continuous and has continuous n - th derivative}, n is an 

integer, s0(t)=\, sjflnsintto-f) i f i is odd, S|(0=c<m(<V) if i is even, and T=[to,t0+AT\. 

Lemma C.2. For low pass filter g=a/(s+a), there exists constant gains 

Kgi = a 2 / (<a)+a2)  and K'gi = ( - ] ) 'aoaf + a2) ,  such that

g * s,{t)= K gi j ((/)+ K s j ( t )  when t - » oo, where sj = s,., if  i is even, s' = shI if  i is odd. 

Lemma C.3. For low pass filter g  = a/(s+a), |g*x(0| ^  |g*s| if |x(/)| < |s|.
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Assumptions of band-limit and bounded of the signals are introduced in

Assumption C.L 

Assumption C .l.

a) v(0  = f v /i /( 0 e P r, w (0=  E |v y|< A /J( and
j - 0  i«2N +l i-O

cO
X \w i \< M 2, where W and V are defined as follows,

/-2N+1

v  = {*«) = £ « ( ' ) !  I <=T, 0 <5„ S £  l}

W » { * « ) = X <M «)| I e  T, 0 < JC„ < 8 , j 

={*«>=  £ c a « ) |> s J ' , « „ < 8 01
J-2N+1

2N «  2N

b) u = uy +uw,uv = '£ i uvisi e V ,u w = e J T . J k l  < S K I  < M*
i-O  I-2N +1 i - 0  I-2N +1

c) A = AV + AW,A V = e V ,A w = e W
f«0 J-2N+1

2N

s
/= 0  f=2N+l

The following paragraphs will describe the proof o f Theorem C.1-C.4. In order to 

describe the results for the estimation schemes in Theorem C.3 and Theorem C.4, we will 

derive the system equations for the systems shown in Figure 5.1 and Figure 5.2 in
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Theorem C.l. Also, the lowest upper bound of the tracking error for systems with 

feedback signal uncertainties is needed, which is derived in Theorem C.2.

Generic system equations for these two schemes will be derived and rewritten in 

different forms in Theorem C .l. Upper bound of some of states will also be derived. 

Theorem C .l. Consider the schematics shown in Figure 5.1 and Figure 5.2, the system is 

described by the following equations,

e(t) = -ae(t) + a ^ A - v - w ^  (C.l)

/ :  A'(t) = - c ( t ) A V )  + c(t)A(t) (C.2)

where v is the speed signal, w is the noise, A(t) = A'(t) + u(t) , / i s  a function o f c(t), 

A'(t0) and e(t0) are initial conditions, and 0 < cmjn < c{t)<cmax. Uniqueness o f the 

solutions is assumed.

(a) The equations (C.1)-(C.2) can be rewritten as follows,

e(t) = - ae(t) + a (C.3)2  (Kfi (0)2,5, (0  + K'j, (c)A,s'( 0 ) - v - w  + E j + u
I

i , ( t )  = (c.4)
i i

where

Ef (t0) = A \ t 0) - ^ ( K fl(c)Als,(to) + Kf, (<0 A  s;(t0)) (C.5)
1

A(t) = ^ ( K fl( c )A M 0  + m c ) A is ’(t))+e/  +u (C.6)
/

K f - c ' K u l + c 1) (C.7)
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A:> = ( - l ) ico>/ /(o>,2 + c2)

(b) The equations (C.3)-(C.8) can be rewritten as follows,

e ,(0  = -a e ,(0  + <*
2N

e2(t) = -ae2(t) + a £ \(Kfl(c) A ^ t ) + A}(c)2;j '(0 )  -  w + uw
U =2N +1

ei (t) = -a e i (t) + ae/

i , ( t )  = -c(t)e , ( / ) - !  (04*, (0 -  S  «i(c)2,J'(0
/ /

and e(0  = e, (0  + e2 (/) + e3 (/) .

(c) The solutions of (C.9)-(C.12) can be described as follows,

e ,(0= 2X lV c>4 +“»K(0+Z«i[^(03, -V,  + u „ K ( / )
(=0 (=0

2N 2N

+E W fk W X  0 -  I w  (04s, (0 + e„ = «0( J -  V) + e, (O
(=0 (=0

e2(0  = Y dKgi[KJ](c )A ,-w l +um]s,(t)+ £ ( c) 4 -  wt + um]s;(t)
I-2N + 1  1-2N +1

+ £ x ; , ^ ( 0 4 s , ( / ) + e / ;
/ -2 N + 1  j= 2 N + l

/

e3 (0  = g{t ~ t0 )(e(t0) -  <?, ( O  "  e2 Q0)) + Jg(f -  x )e ,  (x) <h 

where

2N 2N

i=0 (=0

96
(C.8)

(C.9)

(C.10)

(C .ll)  

(C-l 2)

(C.l 3)

(C.l 4) 

(C.15)
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2N 2N

+ £  K„ K'„ (c )4 i;(T ) -  X  JC-, K'f  (c) a a  (T ) ]*
i= 0  i= 0

i= 2N +l i= 2N +l

+ f l K t l k ' l , ( c ) A , s f r ) -  Z K ' t f y c W M t ) ]*
i= 2N +l i= 2N + l

2N 2N

e.(0-= £ ( * „  - Ka )[Kf  ( c ) 4  -  v, + #„]»,(I) + £ . K'„[Kj,( c )4  -  v,, + K  ]< (0
1=0 /=0

2N 2N

+^(.Kt-Ka)K',Xc)AJ(t)-YK'*KWAMt)Hi-K0)c,,
1=0 i=0

- K g £ [ ( ^ ( 0 )4  + « J * , ( 0  + K'fi( c ) A , s m
/= 2N+I

(d) The upper bounds of some the solutions can be described as follows, 

|s,  (r)| < |e ,  (r„) exp(—c .a ( r —10 ))|+ ( M,  + JK( )

8c„„

■(' )lS ( ; p - 2W  + 5 H " ’ + M ‘ V  CT c -  M , + I A /6) + js/!( ;) |
2N+1 10 2N+1 ^  m a t z

|e3 (01 < |e3 ( 'o )s(t "  'o )|+ |e /  ('o) exp(-cmiiI (/ -  /„ ))| + 4 ^  (Ms + M6)
*1C'w*.

Proof;
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(C-l 6)

(C.l 7) 

(C.l 8)

(C.l 9) 

(C.20) 

(C.21) 

(C.22) 

(C.23)
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(a) Assume A'(t) = y£ i [KJ!(c)Aisi(t) + Kj-XtfArfitJl+zf  and substitute into equation

i

(C.2), by using Lemma C.2,

i ,  ( 0  = - < r ) e , (I) -  2 k ,  (C)AA (I) - 1  A r j ,M ^ ( / )
/ /

M 'o) = ^'('o) -  Z  (^ (c)4 ^ (/0) + m c H s ' M )
r

(b) We can easily verify that the solution satisfying equations (C.9)-(C.12) will satisfy 

equations (C.3)-(C.8) and vice versa. That is, they have the same solution.

(c) Assume e,(t) and e2(t) can be expressed as in equation (C.13)-(C.14), and substitute 

into equation (C.9) and (C.10), we can get

(0  = - a s , ,  (») -  £  K , k , ( c ) 2 , s , ( f )  -  £  K r k , ( c ) A , s ; ( i )
in o J»0

2N 2N

-  £  K*k* (')&!(')+Z  W W M  <0
i=0 /*0

e /2 (t) = - a e /2 ( 0 -  f t Kt, k Jt(c)Alsl( t ) -  ^ K ' gIk fi(c)AiS',(t)
/ » 2N+1 i=2N+1

-  t , f C t l f y c ) A , m +  Z K ^ W A M I )
(=2N +1 I -2 N + I

ei (t) = -ae3(t) + ae/  

and equations (C.13)-(C.18) can be verified directly.

(d) Consider equation (C .l2), assumez f (t) = 8 ^ (0  + 6 ^ ( 0 ,  we can easily verify that the 

homogeneous solution

i

8 ^ ( 0  = s f (t0) -  Jc(T)e^(t)rft
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and the particular solution

tr> L / *

r
E/p(0 = l -  /c(x)Eyp(T )^

From equations (C.7)-(C.8)S we will get that

Kfl = cd22cc/(g)2 + c2)2 (C.24)

Kf, = (“ !)' coo f (to2 -  c 2) /  (co2 + c 2 )2 (C.25)

By using above equations and Lemma C.3, the upper bound o f the solutions can be 

verified directly.

Some properties of low pass filters are described in the following lemma.

2N

Lemma C.4. For low pass filter g : e(t) = -a ■ e(t) + a u(t) ,  if  u(t) = ]T u,s, (/) e V, then

Before we introduce the main result for Estimation Scheme A (shown in Figure 

5.1) in Theorem C.3, we will derive the lowest upper bound o f the tracking error for 

systems with measurement uncertainties. The result will be used in Theorem C.3 to 

design a feedback control such that the lowest upper bound of the tracking error can be 

achieved and high frequency control signal can be minimized.

2N

+Kau{t) -  * > , ( » ) + * > ; ( ') ] (C.26)
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Theorem C.2. Given a system described by the following equations

e, (f) = - a  e,(t) + a[u(t) -  v(f)] (C.27)

e(0  = e ,( /)+ V (0  (C.28)

or

e, (/) = - f le ,( f )+ «[«(/)-v (0 ]  (C.29)

e2 (t) = - a  e2 (t) -  aw(t) (C.30)

e(t) = e}(t) + e2(t) (C.31)

the objective is to drive ex{t) to zero using control input w(t), where e(t) is the measurable 

feedback signal and w(t) is unmeasurable high frequency noise. If jy ( /) |< 8 0 (or

k2( 0 N 8 o),then

(a) the lowest upper bound of |e,(/)|, 8 >8 + 5 0 and the lowest upper bound of |e(?)| is 

« .•

(b) in order to avoid high frequency chatter of the control signal, the control objective 

and feedback signal can be defined as

■e(t) (C.32)Juzzy(e(t)) = Y j j Wj ' MemUM

The lowest upper bound of the tracking error can be guaranteed by designing the control

u(t) = - K P • juzzy{e(t)) (C.33)

where fuzzy(e) is a monotonous function of e and

^ • L ^ e ^ a l o L  (c.34)

Proof:
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(a) Assume u(t) • sign(e(t)) < 0, then

e,et (t) = (/) + e,v(0 -  e, • w(r)]

sign(e(t)) = sign{ex (/)) iff e(t) • e, (/) = e{t) ■ e(t) -  e(t) • e2 (/) > 0 (C.35)

=> e,e,(r) < 0 can be guaranteed only when |e(/)| > 8 > 8 0.

From |e(Oj ^ 8 , we can get that

K (O i-6 0 < |ei( 0 |- |e 2( 0 |< h ( 0  + e2(Oi = K O N 5  => |e,(0| < 8 0 +8 .

(b) By choosing the weighting, Wj, and membership functions, Mem", the following 

equation can be satisfied,

juzzyie) = 0 o |e , |< 8  +8„

i.e. the lowest upper bound of the tracking error can be achieved by controlling fuzzy{e) 

-> 0. From equation (C.35), we know that the control direction can be determined only 

when Je,| >5 + 8 0, i.e. fuzzy(e) *  0.

Also we can see that using fuzzy(e) as feedback signal can avoid the high frequency 

control signal because u = 0 when juzzy(e) = 0. If  we use e(t) as feedback signal, the 

measurement uncertainty of e(t) must be considered in designing the controller.

Rem ark C .l. From Theorem C.2, we can choose a proper bound o f ex(t) by estimating 

the upper bound of |e2(0+ 03(01 fr°m equation (C.10) and (C.l 1) and a proper control gain 

from equation (C.9). This will reduce the high frequency control signal [Xu et al.,1989].

With the results of Theorem C.2, we will establish in Theorem C.3 the result for 

Estimation Scheme A. The controller design will be described. The upper bound of the
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steady state estimation error and some criterion for performance improvement are 

derived.

Theorem C.3. Consider the schematic shown in Figure 5.1, the system is described by 

equations (C.1)-(C.2). The control u(t) = - K P ■ fuzzy{e{t)) is designed such that

K P-\fazzy(e)\e{im ( 0 ~ v

then the estimation error is bounded,

|£ c ( i ( / ) - v ( 0 ) |< < H e 4(/)|

(C.36)

(C.37)

where e4(t) is described in equation (C .l8), fuzzy(e) is a monotonous function of e,

fuzzy(e(t)) = [ £ .  Wj • Mem] (e)] • e(() (C.38)

and

|f?2(0  + e3(0 | +
2N do

- K c ) s , m + K y , ( t ) ] - K c X a z m d
i -O i=2N +l

/=2N+1

(C.39)

The performance o f the acceleration estimation A is improved upon A' if the filter g  can 

be designed such that the following condition is satisfied for u = 0

|e(0 |*2 |e4(/)| + 2» (C.40)

Proof:

Substituting the control law in equation (C.36) into equation (C.9), we can verify directly 

using Theorem C.2 that for |e(/)| > \e2 (t) + e3 (f)|
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ei(O -«i(O < 0 

That is, the following equation can be satisfied

| Kg (A(t) -  v(/)) + e4 (f)| < 2\e2 (/) + e3 (/)| < 2<J>

If equation (C.40) is satisfied for w = 0, from equation (C.36), the performance of 

acceleration estimation is improved in the sense that the maximum error is reduced. 

Rem ark C.2. From Theorem C.3, the filter g  is designed to minimize \e2(t) + e3(t)\ and 

|e4(/) |. If condition (C.40) can be satisfied by designing the filter g, the performance can 

be improved. And condition (C.40) means that the frequency bands of the signal and the 

noise are not heavily overlaid.

Before we establish the result for Estimation Scheme B (shown in Figure 5.2), we 

will introduce some assumptions.

Assumption C.2.

1.
2N ~  —

+ K'fl(c)Ais ,i) - v - ( e l - e yi)
/=o

M AX(sa,6,
2N

i=Q

2N

/=0
< s

3.
2N K'

U  c
< 5 ,
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2N

%i(KJI(c)Alsl +K'fi(c)Ais't) - v  >\e2 + e3+efl

It is worth mention that Assumption C.2.4 means that the changing o f signal distortion 

w.r.t. bandwidth is big when the distortion is big. Next, we will introduce the result for 

Estimation Scheme B, it is shown that the estimation with adaptive bandwidth filter is 

better than that with constant bandwidth filter if  some conditions are satisfied.

Theorem C.4. For the system described by equations (C.1)-(C.2) and the schematic 

shown in Figure 5.2, a cost function o f the integration of the square of the estimation 

error, J(c,c), is considered. There exists some adaptively tuned c(t) = f ( t ,r ,n )  > c0, 

V / e ( / , , r 2), c(tx) = c(t2) = c0, such that J(c(t),c) < J(c0,Q), if  the following 

conditions are satisfied

1. ( a j ' / s c ) „ 4 £ - < i< o

2. J 2 (c,0) = 0

3. \ j 2\<max\c{t)\ - M ,

4. M 7\(dmax\c\/d r ) ^ |  < n |(d cjd r ) c=C(i

where

2N
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+ f  8/ | ( 2 X  MKfi(c)s, + K'fi(c)s;] + s f f d t
1 (-2N+1

J = £ ( A - v ) 2dt = J ]+ J 2 (C.43)

(C.42)

and f ( t ,0 ,n )  = c0, c(t) = f(t,r ,r i)  is a continuous differentiable function of r, 

(d c/d r) > 0 .

That is, there exists some n0 and ro>0 such that J(c(t,r0,n0),c) < J(c(t,0,no),Q) . In other 

words, the performance J  of the acceleration estimation with adaptive bandwidth filter is 

better than that with constant bandwidth filter. A possible candidate

(C.44)

where e0 >\ez +e3 + e /1| + <I> and satisfies the following equation

|M tf(< D -e fl,<D/(l4-8a))|. A/g(M W (cD -ea, 0 / ( l + 5 0) ) - e ) - 6 c >

l-W J  j \ f l

) M 6 - ( M g( M A ^ ( ( D - E a , < D / ( l + 8 a ) ) - E ) - 6 c + — L )  +
4 c* v win

| M ^ ( ( D - E a , < D / ( l + 6 a ) ) | - - ^ - + T i
min

(C.45)

Proof:

From stated condition 3 and 4,

,d max\c\

Because J =  J ] + J 2,
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- (.d j ' / a r ) ^  + <?j y d r )~« i 0

That is, if  conditions (l)-(4) are satisfied, there exists some adaptive c{t) which will have 

better estimation than that with constant c(/)=c0. Also c(/,) = c(f2) = c0, and c{t) > c0

Next, we will consider the system described by equation (C.1)-(C.2) and shown in Figure 

5.2. Consider J 1, the following equations can be verified directly from equation (C.7)- 

(C.8) and Assumption C .l,

I-2N +1 C m m  +  < 0 2N+1

(C.46)

i-2N +l

(C.47)

a c  i-2 N + l 2c .mm
M, (C.48)

£ - [
0 C  I-2N+1 4ĉmin

(C.49)

If |e(r)|>jc2 +e3 + e / l | + C>, using equation (C.9), (C.13)-(C.15), and Assumption C.2, 

we can get that

2N

2 ( ^ ) 4 * + f y ( c ) 4 s ; ) - f > A//tf(<D-E0, <&/(!+5 J )

a  2N 

O C ( = o
> M g(M A r(0 -efl, 0 / ( l + 8 B) ) - E ) - 5 c

Using equations (C.45)-(C.49), we can get that
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Also, from equation (C.42), we can get that

1. J 1 is a continuous function of c and J 2 (c,0) = 0 .

2. There exists a constant M7, such that j j 2| < max\c\ • M 1.

And it can be verified directly that there exists n0 and r0 such that the candidate of c{t)

described in equation (C.44) will satisfy condition 4 if  e0 > |e2 + e% + e /11 + <D.

Finally, it is proved that the stated conditions (l)-(4) are satisfied for the system shown in 

Figure 5.2 with c{t) described in equation (C.45).



www.manaraa.com

VITA

Jing-Shiun Lai was bom in Taiwan, R.O.C., July 10,1962. He received his B.S. and 

M.S. degrees in Control Engineering in May 1984 and May 1986 from National Chiao- 

Tung University, Taiwan. After serving his military service in the Army for two years, he 

was a lecturer at the Da-Hwa College. He also received an M.S. degree in Mechanical 

Engineering in December 1990 from New Jersey Institute of Technology and continued his 

doctoral study in Mechanical Engineering at The Pennsylvania State University in August 

1991.


